Representing Dust Lifting by Dust Devils: During the last few generations of Mars GCMs, there has been a need to parameterize the dust flux due to dust devil activity for the purpose of “active dust” simulations, in which the model simulates the lifting and transport of dust throughout the atmosphere and its radiative effects [5]. A common scheme uses Renno et al.’s hypothesis [6] that the limitation on dust devil activity is the amount of thermodynamic energy available if the convective boundary layer is treated as a Carnot heat engine. The scheme then assumes this proportionality is linear and further assumes that dust devil activity and the flux of lifted dust are likewise linearly related, making dust flux linear in available thermodynamic energy in the boundary layer [2]. However, the confirmation of Renno’s hypothesis on Mars by observations remains debatable [1, 7] and the assumptions of linearity remain unjustified.

An Alternative Scheme: The Simple, Steady-State Nucleation Model: Fisher et al. [7], based on Mars Global Surveyor (MGS) Mars Orbital Camera (MOC) imagery and temperature profiles retrieved from MGS Thermal Emission Spectrometer (TES) data, hypothesized that there might be some critical threshold of available thermodynamic surface heat flux above which dust devils form. Investigators of terrestrial dust devils also have considered critical instability conditions for dust devil formation [8]. Let us suppose that the mean Martian boundary layer on a typical GCM grid scale O(100-500 km.) is below some critical instability condition, χc, measured in terms of an atmospheric metric χ. However, this condition is exceeded locally on length scales no larger than the atmospheric boundary layer thickness O(1-10 km.). Thus, a typical grid box is divisible into 1000-25000 sub-cells, which differ somewhat in χ. For mathematical simplicity, we assume that χ follows a Boltzmann distribution. We intend to test this hypothesis in future work, but the major underlying assumptions of this simplification are that vertical eddy diffusion of heat dominates horizontal advection and that the non-linearity of χ is limited. Then, by analogy with chemical kinetics, formation of a dust devil can be modeled like a first order chemical reaction in the “reactant” χ, i.e., the nucleation of dust devils is a negative exponential function of the quotient of χ and the mean χ of the grid box, χ*. We next approximate the dissipation rate of dust devils to be $N_{DD}/T_{DD}$, where $N_{DD}$ is their number density and $T_{DD}$ is the dust devil lifetime, which we approximate as the vertical mixing time of...
the dust devil circulation as suggested by the results of large eddy simulations [9] rather than the horizontal mixing time as proposed by Greeley and Iversen [10]. We next assume that over the grid cell, the nucleation and dissipation of dust devils is in steady state. Then the dust devil density, \( N_{DD} \), can be parameterized as:

\[
N_{DD} = kT_{DD} \exp \left( -\frac{\chi_{s}}{\chi_{c}} \right) \tag{1}
\]

\( k \) is a proportionality constant, which represents the nucleation rate in exceptionally favorable conditions. If we have estimates of \( T_{DD} \) and \( \chi_{c} \), we can develop a parameterization scheme for \( N_{DD} \) by re-arranging (1) and fitting \( \chi_{c} \) to an observational record of \( N_{DD} \) to solve for the unknown parameters \( k \) and \( \chi_{c} \):

\[
\ln \left( \frac{N_{DD}}{T_{DD}} \right) = \ln(k) - \chi_{c} \frac{1}{\chi_{c}} + \varepsilon \tag{2}
\]

Note that this model ignores uncertainty in \( N_{DD}/T_{DD} \).

Developing Experimental \( N_{DD} \) Parameterization Schemes for MarsWRF: In order to perform the regression outlined in (2), we ran GCM simulations using MarsWRF for several model years using an idealized passive dust forcing based on retrievals from MGS TES (MGS Mapping Year 1) described in [11]. In other words, the parameterization schemes have no effect on the model forcing. All model output used in this study is from the fourth model year of the simulation, but the correlation between quantities calculated from output in the fourth and fifth model years is statistically significant to an exceptionally high confidence. Any interannual variability in the model is primarily due to weather noise, especially from high-latitude northern hemisphere wave activity. The vertical grid used is the Oxford/LMD grid, which has suitable density of model layers near the surface (~5 m., ~22 m., ~50 m., ~105 m. etc.). It is relatively easy to program MarsWRF to calculate quantities not normally calculated in the model. A good example of this kind of quantity is \( T_{DD} \), which we define as equal to \( h^{1/2}D^{1/2} / (\langle w_{DD} \rangle \langle w_{1} \rangle) \), where \( h \) is the convective boundary layer height, \( w_{DD} \) is the vertical convective velocity of the dust devil is calculated according to Renno et al.’s method [6], and \( w_{1} \) is the vertical velocity within the first model layer. D we call the characteristic superadiabatic layer and define it as:

\[
D = \frac{k_{ij} \rho c_{p} (\theta_{s} - \theta_{TBL})}{F_{s}} \tag{3}
\]

where \( k_{ij} \) is the vertical eddy diffusivity of the first model layer, \( \rho \) is the air density, \( c_{p} \) is the specific heat capacity of Martian air, \( F_{s} \) is the surface heat flux, and \( \theta_{s} - \theta_{TBL} \) is the superadiabatic temperature excess of the boundary layer, the difference between the potential temperature of the surface (if it were a gas), \( \theta_{s} \) and the potential temperature at the top of the boundary layer, \( \theta_{TBL} \). The reference pressure is 610 Pa.

We test three possibilities for \( \chi_{c} \). First, we test Fisher et al.’s hypothesis [7] that there is some critical available thermodynamic surface heat flux (\( \chi_{c} \)) below which dust devils do not form. Following Renno et al. [6], \( \chi_{c} \) is defined as \( \eta F_{s} \), where \( \eta \) is the thermodynamic efficiency of the boundary layer. Second, we test the hypothesis of Hess and Spillane [8] that there is some critical (-h/L) or \( D_{c} \) (critical Deardorff number) below which dust devils do not form. L is the Obukhov length, usually interpreted as the thickness of the near-surface layer of mechanical turbulence. Third, we test the hypothesis of Cortese and Balachandar [14] that there is some critical Rayleigh number, \( R_{s} \), above which dust devils arise as coherent structures within hard turbulence. In this case, \( R_{s} \) is the Rayleigh number of the characteristic superadiabatic layer: \( g(\theta_{s}, \theta_{TBL})D^{3}(\theta_{s} - \theta_{v} - \theta_{k}) \), where \( \theta_{i} \) is the potential temperature of the first model layer, and \( \theta_{v} \) and \( \kappa \) are the molecular diffusivities of momentum and heat respectively. The two latter quantities are treated as linear functions of temperature derived from published values for carbon dioxide at low pressure [13].

\( N_{DD} \) data, which we will call \( N_{DDWA} \), come from dust devil counts reported by Cantor et al. [3] in MOC Wide Angle imagery. We chose to use this data because of its abundance. However, there are some discrepancies between the MOC image numbers reported in [3] and the latitude and longitude data reported there. In those cases, we did not use the data. We then used the image information from the MOC image databases (both from the Planetary Data System node and Malin Space Systems) to calculate the areas of each image, dividing the dust devil counts by the image areas to obtain \( N_{DDWA} \) for three regions with high data density, Amazonis Planitia (~36° N, 160° W, n=247, see Figure 1); Syria-Claritas Fossae (~14° S, 108 W, n=98); and Meridiani Planum (~5° S, 10° W, n=30). We use all available data even though in many cases, the data from a site is from different Mars years. This approach probably will not be problematic for Amazonis Planitia, since it is less likely than the other sites to be affected by dust storms during its active dust devil season, so we do not expect significant interannual variability in activity to the first order. However, we expect significant error in \( N_{DD} \) (differences between the true dust forcing and the idealized model dust forcing) at the other sites due to dust storm activity, especially since the MOC imagery often was collected in these areas in order to monitor dust storm...
activity. We then interpolate the MarsWRF output of $T_{DD}$ and $\chi^*$ to the approximate location, $L_s$, and local solar time (LST) of the $N_{DDWA}$ data.

**Figure 1:** $N_{DDWA}$ as a function of $L_s$ at Amazonis Planitia.

**Figure 2:** $R^*$ vs. $N_{DDWA}$ at Amazonis Planitia.

**Correcting the Observations for Size:** We assumed initially that the size spectrum of dust devils was invariant, i.e., the proportion of dust devils resolved in the MOC WA imagery relative to the total number of dust devils was independent of the atmospheric state. However, scatter plots of $\chi^*$ vs. $N_{DDWA}$ tended to peak at intermediate $\chi^*$ (e.g. Figure 2), either suggesting a major defect in our model or some problem with the data. Kurgansky [14] has proposed and given some demonstrations that the probability distribution function of dust devil diameter, $p(D_{DD})$, follows:

$$p(D_{DD}) = \frac{\exp(-D_{DD}/<D_{DD}>)}{<D_{DD}>}$$

where $<D_{DD}>$, following the data of [8], is $2L$. Thus, if we assume a resolved dust devil in MOC WA imagery is 500 m., we can convert $N_{DDWA}$, the WA dust devil density to $N_{DDT}$, the total dust devil density, by multiplying $N_{DDWA}$ by a factor of $\exp(500/2L)$. Note the improvement in the scatter plot in Figure 2, when this correction is made (Figure 3).

**Figure 3:** $R^*$ vs. $N_{DDT}$ at Amazonis Planitia

**Figure 4:** $\Lambda^*$ vs. $N_{DDT}$ at Amazonis Planitia

**Which Is the Better $\chi^*$?:** Just examining the scatter plots of $\chi^*$ vs. $N_{DD}$, we saw definite positive exponential relations between $D_{Ec}$ and $N_{DDT}$ and $R_{Ac}$ and $N_{DDT}$. However, the plot of $\Lambda^*$ vs. $N_{DDT}$ again showed a maximum of $N_{DD}$ at intermediate values of $\Lambda^*$ (Figure 4). Note that if $\Lambda$ was the principal limitation on dust devil activity, we would expect some kind of monotonic increase of $N_{DD}$ with $\Lambda$, which is not observed.

Although $N_{DD}$ appears to be a positive exponential function of $D_{Ec}$ as we expect, an ordinary least-squares fit using (2) produces non-random but apparently biased parameters. In other words, the agreement between parameterization scheme using $D_{Ec}$ based on the fit and the data is quite imperfect. This problem is not unexpected. Hess and Spillane [8] noted that $D_{Ec}$ was not invariant but depended on mechanical forcing conditions. For instance, $D_{Ec}$ appeared to be significantly lower in association with density currents and fronts. There is some evidence from observations of dry convection on Earth that $D_{Ec}$ and perhaps $R_{Ac}$ is low under conditions in which the near-surface superadiabatic gradient is driven by strong cold air advection (CAA) [15, 16]. Because CAA might be difficult to resolve on the scale of the standard MarsWRF grid (36 points in latitude and 64 in longitude), we use helicity as a proxy for it. Some physical justification
for the importance of helicity in dust devil development comes from the work of Maxworthy [17], who suggests that a shear state corresponding to negative helicity favors the intensification of cyclonic vortices and vice versa. If we then re-arrange (2) and assume that k is invariant (and thus all points in an Arrhenius plot of $1/De^* \text{ vs. } \ln(N_{\text{DDT}}/T_{\text{DD}})$ point to the intercept $\ln(k)$, we can estimate k. Then we can solve for $De_c$ and plot it against near-surface helicity (Figure 5).

Figure 5: $De_c$ as a function of near-surface helicity at Amazonis Planitia (F=239, p=1.1204*10^{-16})

The relation still remains noisy but is suggestive. However, $De$ and the inferred $De_c$ are closely related, but helicity more strongly anti-correlates with $De$ than the inferred $De_c$, implying that the relation between $De_c$ and helicity may be coincidental.

Consistency Between Sites: One risk of any parameterization is that it will be overtuned to a particular data set. No parameterization scheme can be realistic if it works on one part of a planet but not elsewhere. Unfortunately, combining the datasets for all three sites suggests that we cannot develop a regionally consistent scheme with our present approach. In Figure 6, we present an Arrhenius plot of $De$ for all the sites. Note that $N_{\text{DDT}}$ varies nearly three orders of magnitude at the same $De^*$, which is a too large a difference to be explained by regional differences in wind shear climatology.

Figure 6: Arrhenius plot of $N_{\text{DDT}}$ vs. $De^{-1}$, combining data for all three sites (red: Amazonis Planitia; blue: Syria-Claritas Fossae; green: Meridiani Planum)

Aerodynamic Roughness Length, A Key Uncertainty: This analysis is subject to a large number of uncertainties, ranging from the possibility that the MRF convective boundary layer scheme used in MarsWRF is inappropriate for dry convection to concerns about dust storm activity creating differences between the model and real dust forcing. However, the most significant ones may be those associated with L. Provided Kurgansky [14] is correct about the size spectrum, much of the variability in MOC WA dust devil observations regionally may not represent variations in dust devil activity generally but may reflect regional differences in mechanical turbulence, which is a strong function of aerodynamic roughness length, i.e., $L\propto(\ln(z_0)^{2})$. At present, we are investigating different techniques for inferring aerodynamic roughness length and the implications of different roughness forcings for Martian boundary layer temperatures and dust devil activity. This work is described in Heavens et al. [18].
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